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Cluster Size Comparison Conclusion

Based on empirical results from the benchmarking tests:
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TOOLS (N=1000000) Mpldpy IS recommended as a baseline for the execution of

distributed tasks:
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> : PyRO Is recommended as an alternate choice for distributed
Network Switch #2 | ‘ . computing, with benefits over Mpid4py with respect to ease of
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use, APl availability (i.e. DCM), and lower run time variance,;

' Future Work

I I The following tasks would be prioritized in future research:
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RUN TIME (8)

Performing the same set of benchmarks with more powerful
machines, or alternatively with a significantly larger cluster size;

More testing with alternate C++-based tools or Java-based
| TR tools for distributed computing
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