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Areas of application:
education, software, 
productivity, security, 
humanities, healthcare
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CASE STUDY: 
DASHBOARD FOR INSTITUTIONAL ANALYTICS

Riley Weagant, Taylor Smith, Michael Lombardo



Retention Dashboard

● First work with the student data

● Exploratory analysis dashboard

○ Four components

■ Faculty/program selector

■ Year selector

■ Timetable visualization

■ GPA parallel coordinates chart
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I’m struggling… 

What courses should I take?

What should I focus on?



Some students are leaving…

Can data-driven advice help?

We need to reduce revenue loss.

How to improve outcomes and 

reputation?



CASE STUDY: 
SUPPORTING RETENTION WITH MACHINE LEARNING

Riley Weagant



Data

• All course outcomes, all students (anonymized)

• Admission GPA

• Retention status 

id year ... adm_gpa ACHL0100T ACHL0201T ... WMST1000T WRIT1001T

1 2010 ... 2.3 C 0 ... 0 A-

2 2005 ... 3.3 0 0 ... 0 0

3 2007 ... 3.0 D C ... 0 0

4 2011 ... 4.3 0 0 ... A B-

5 2008 ... 3.7 0 A+ ... 0 0

Demographic Information Course Information
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Predictive Model

Previous 
Student Data

Trained Machine 
Learning Model

Student Record
Tentative Course Selections Many Predicted Scenarios and 

Likelihood of Success for Each
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Interaction Design
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Case Study - Holly

• Involved in clubs and varsity sports

• Struggled with Calculus and Physics

• Increased course load

• Increased demand from varsity team
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Program Software 
Engineering

Semester 1 GPA 2.88

Semester 2 GPA 1.67

Cumulative GPA 2.27



Holly’s Plan

• Predict likelihood of success in semester 3

• 4 required courses and a liberal studies elective

36

Course Code Course Name

ENGR2110U Discrete 
Mathematics

ENGR2200U Elec. Eng. 
Fundamentals

ENGR2710U Object Oriented 
Programming

MATH2860U Differential 
Equations
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(Discrete Math)(Differential Equations)(Electrical Engineering)(Programming)



38

(Discrete Math)(Differential Equations)(Electrical Engineering)(Programming)



39

(Discrete Math)(Differential Equations)(Electrical Engineering)(Programming)
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Impact

• 10 mock advising sessions conducted

• Students assigned a persona for the 
experience

• “Motivating”, “Explore different paths”

• 3 of 4 advisors wanted to continue to use the 
system; the fourth wanted more training

• Use of technology introduced long stretches of 
silence (data input, interpretation)

– Two students were not aware that the advisor was 
viewing data related to their case



Limitations

• Data quality issues can impact prediction confidence

– Courses change names, numbers

– Unusual paths are underrepresented in the data

– Students withdraw early, when we have the least info





Limitations

• Limited view of inputs and predictions

– Data does not account for all the impacts on student 
success – especially personal circumstances

– Predictions only vary courses and grades



Cautions

• Predicting failure can demotivate – other mental health impacts?



Uncertain Interpretation

• People struggle to judge uncertainty

• Personality traits (optimistic/pessimistic) 
bias interpretation

• More AI explanation and detail is not 
always better (slower/more complex)



Moving Forward

• Human-in-the-loop, AI-informed advising strategy

• Ethical AI, guard against inappropriate predictions 

• Train staff to use analytics with students

• Empower students to examine data

• Integration with LMS/Registration systems

• Should we harvest more data?
– Time on campus (WiFi connections)

– Contacts with advising

– Messages and time spent in LMS

– Demographic data



Christopher.Collins@ontariotechu.ca @chrisnf

http://vialab.ca



Human and AI teaming, 
AI writers, and the rise 

of Digital Teachers

Isabel Pedersen, PhD

@isabel_pedersen

June 21, 2022Council on University Planning and Analysis (CUPA) conference 2022



Time Magazine
June 2001



Ready to Wear
Isabel Pedersen
Parlor Press
2013

Embodied Computing
Isabel Pedersen and 
Andrew Iliadis
MIT Press
2020

Writing Futures
Ann Hill Duin and 
Isabel Pedersen
Springer
2021

Forthcoming
Augmentation 
Technology
Ann Hill Duin and 
Isabel Pedersen
Routledge
2023



Biometr ic Data & Art i f ic ial  Intel l igence

Topographical Visceral Ambient

Smartwatches brain interfaces ingestible tech robots smart cities

Embodied Computing:   
Wearables, Implantables, Embeddables, Ingestibles
edited by Isabel Pedersen & Andrew Iliadis
MIT press, 2020

Smartphones    AR/VR headsets neural implants remote facial recognition  

Image credit: https://www.maxpixel.net/Data-Computer-Hacking-Hack-Technology-Coding-Code-2275593

‘On bodies’ ‘In bodies’ ‘Around bodies’

Continuum of Embodiment



AI Writers
What are they?
Are we prepared?



Writing Futures: Collaborative, Algorithmic, Autonomous
Ann Hill Duin and Isabel Pedersen

Springer 2021
P. 91

“Professional writing and 
digital publishing platform 
companies increasingly 
require human writers to 
employ AI for automating 
and analyzing writing tasks 
across a range of functions 
that are becoming ever 
more intertwined.”

Case Study on AI writers and Automating writing



Case Study on AI writers and Automating writing

Fig. 4.3 Screenshot of AI Writer website
(Photo permission: AI Writer.com)



Artificial Humans & Digital 
Teachers
What are they?
Are we prepared?



Video 
https://fabricofdigitallife.com/Detail/objects/539
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https://amelia.ai

https://fabricofdigitallife.com/Detail/objects/5399


https://www.quantumcapture.com/why-use-a-virtual-human

“Digital humans 
elevate today’s 
chatbots and are 
quickly becoming 
the ultimate user 
interface.” 

Quantum
Capture

https://www.quantumcapture.com/why-use-a-virtual-human


2020 video
https://fabricofdigitallife.com/Detail/objects/4767

2021 video
https://fabricofdigitallife.com/Detail/objects/5529

Soul Machines

https://fabricofdigitallife.com/Detail/objects/4767
https://fabricofdigitallife.com/Detail/objects/5529


Soul Machines: Education use case



Case Study: Marketing AI Agents for Learning environments

AI Agents, Humans and Untangling the 
Marketing of Artificial Intelligence in 

Learning Environments

Isabel Pedersen & Ann Hill Duin, 
2022

Conference: 55th Hawaii 
International Conference on System 

Sciences | 2022



Human-autonomy teaming

❖ How might educators think and respond 
critically to proposed teams of humans and 
autonomous agents?

❖ How should we envision the future of 
communication as artificial intelligence is 
increasingly capable of automated 
activities?



Metaverse as the next phase of the Internet . .  



https://www.digitallife.org



Special Thanks

Thank you  |  Merci



OPPORTUNITIES AND CHALLENGES 
FOR HUMAN-CENTERED 
VISUALIZATION

Tech With a Conscience: 
Human-Centered AI and Ethical Elements of Data Visualization and Machine Learning

CUPA Conference
June 21, 2022

Gabby Resch, Assistant Professor 
Faculty of Business and Information Technology, Ontario Tech University



Challenges

● Misunderstanding Visualization
● Varying Degrees of Experience
● Avoiding Our Own Biases

























Thank You!

gabby.resch@ontariotechu.ca 

mailto:gabby.resch@ontariotechu.ca


Dr. Peter Lewis
Associate Professor &
Canada Research Chair in Trustworthy AI



AI or “AI”?I

This talk is based on: 
PR Lewis, S Marsh, J Pitt (2021). AI vs “AI”: Synthetic Minds or Speech Acts. IEEE Technology and Society Magazine 40 (2), 6-13
Available at: https://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=9445758
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It is the use of the phrase “artificial intelligence” here
that is particularly concerning.



Artificial Intelligence vs “Artificial Intelligence”

15

• AI is a set of technologies with practical application
that replicate some of things that minds can do.

• They range from simple reasoning systems…

…through complex statistical pattern matchers and 
prediction machines…

…to Turing’s “imaginable digital computers which 
would do well in the imitation game” or theoretically  
Haugeland’s synthetic minds.

• It’s also a research field that explores the how and 
limits of this, giving insights into the mind itself.

• “AI” is a speech act, a declaration.

Consider the call centre scenario:

“It is intelligent.”

The implication is
“we don’t trust you (as much as it)”.

• It is a social constructor, stemming 
from science fiction (that tends to the 
apocalyptic).

• It can be used to ‘dress up’ rather 
simple technology, to intentionally 
invoke preconceptions and 
misconceptions about what the 
technology is.



This is quite a sensible application 
of robotics.

But if we are replacing human 
janitors with machines with 
‘intelligence’…

…wouldn’t we normally rank 
trustworthiness above smarts, 
when hiring for these roles?



Words Matter
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‘Words matter.

‘Starting today, [we] will stop using the 
terms “artificial intelligence,” “AI,” and 
“machine learning” in our work to 
expose and mitigate the harms of 
digital technologies in the lives of 
individuals and communities.

‘AI has become a phrase that now 
functions in the vernacular primarily to 
obfuscate, alienate, and glamorize.’

Emily Tucker, Executive Director

Centre on Privacy & Technology
at Georgetown Law



Why Intentionally Evoke Misconceptions?

18

• Those who use “AI” as marketing speak often go on 
to ask how they can get people to find their 
technology ”trustworthy”.

• The implication is that it is beyond the control of its 
creators when it leaves the shop floor.

• ‘Don’t blame us… it’s autonomous and learnt things 
for itself.’

• This is an unacceptable attempt to evade 
responsibility by people who would rather not be held 
accountable.

• A claim of “AI gone awry” is a travesty of justice.



‘I want to trust the trustworthy
and distrust the untrustworthy.’

Baroness Onora O’Neill

We need information,
not convincing.



Accountability Matters
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Accountability Matters
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If “AI” is a speech act intended to help evade accountability,
at which point should it be trusted?



Too Much to Ask?

We should expect AI providers to have the means to explain:

• What the system is doing;

• Why it does what it does;

• How it does this thing;

• Why it does it this way;

…in ways that the people affected by it understand.



We may not always be in control of the AI systems we build.

But as creators, sellers, and marketers, we are in control of “AI”.
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